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The use of optimization for the propagation of mixed epistemic/aleatory uncertainties is demonstrated within the context of hypersonic flows. Specifically, this work focuses on strategies applicable for models where input parameters can be divided into a set of variables containing only aleatory uncertainties and a set with epistemic uncertainties. With the input parameters divided in this way, uncertainty due to the epistemic variables is propagated via a constrained optimization approach, while the uncertainty due to aleatory variables is propagated via sampling. A statistics-of-intervals approach is proposed in which the constrained optimization results are treated as a random variable and multiple optimizations are performed to quantify the aleatory uncertainty. In order to reduce the total number of optimizations required, a surrogate is employed to model the variation of the optimization results with respect to the aleatory variables, and exhaustive sampling is performed on this surrogate to determine the desired statistics. The properties of the statistics-of-intervals approach are demonstrated by using the Fay-Riddell stagnation heating correlations and compared with a competing method based on uncertain optimization. Additionally, the statistics-of-intervals approach is demonstrated for mixed epistemic/aleatory uncertainty quantification on a real gas computational fluid dynamic simulation.

I. Introduction and Motivation

As the role of computational modeling in the design and analysis of complex engineering systems has grown, uncertainty quantification has become an increasingly important part of computational science, providing the ability to assess the quality of computational results and apply confidence bounds to output metrics. Uncertainty quantification is of particular importance for problems in which experimental data is difficult or impossible to obtain, as is the case with hypersonic flows. The uncertainty in simulation outputs can arise from various sources, such as measurement errors, modeling inadequacies, or manufacturing tolerances. In the case of hypersonic flows, numerous constitutive relations are required, each of which with a number of experimentally derived constants and parameters. These parameters are often the result of experimental measurements and have an associated variability. In general, this variability can be either aleatory or epistemic or can have contributions from both. Although a number of techniques exist for the propagation of aleatory uncertainties, few are readily extended to epistemic or mixed uncertainties. Nevertheless, regulatory agencies and design teams are increasingly being asked to specifically characterize and
quantify epistemic uncertainty in conjunction with aleatory uncertainties.\textsuperscript{3} In this paper, a method for the quantification of uncertainties arising from both epistemic and aleatory sources will be presented within the context of hypersonic flows.

Aleatory uncertainties arise due to the inherent randomness of a variable and are characterized by a probability distribution.\textsuperscript{4} For aleatory inputs, the goal of uncertainty quantification is to determine the distribution of an output quantity due to these input distributions. This quantification can be performed in a relatively straightforward, although expensive, manner. Monte Carlo sampling has been used within the context of hypersonic flows to build up the required statistics for relevant simulation outputs.\textsuperscript{5,6} For this type of sampling, computing an output requires a complete computational fluid dynamic (CFD) simulation, making exhaustive sampling expensive for complex problems. When only a limited number of simulation outputs are of interest, a typical approach for reducing the expense of Monte Carlo sampling is the use of an inexpensive surrogate. This surrogate approximates the relationship between the true function value and the input parameters and is built based on a limited number of function evaluations. Because the surrogate is inexpensive to evaluate, exhaustive sampling can be performed to build the required statistics of the output. Surrogate models range in complexity from simple extrapolations\textsuperscript{7,8} to more sophisticated models, such as least-squares polynomials, multilayer perception, radial basis functions, and kriging. In computational fluid dynamics (CFD), kriging methods in particular have gained popularity\textsuperscript{9–19} although their use within the context of uncertainty quantification for hypersonic flows is limited.\textsuperscript{20} Techniques based on polynomial chaos have also been employed with success in the context of hypersonic flows.\textsuperscript{21–22} One drawback of surrogate based methods is the curse of dimensionality, whereby the number of samples required for an accurate surrogate increases exponentially as the number of input parameters grows. One method for overcoming this limitation is the incorporation of gradient information into the training of the surrogate.\textsuperscript{13,17,18,23–25} When adjoint methods are employed, this gradient may be evaluated with a cost approximately equal to the simulation of the physical problem.\textsuperscript{26–28} By incorporating derivative values, the cost associated with training an accurate surrogate can be greatly reduced.

Epistemic uncertainty arises from a lack of knowledge regarding the true value of a parameter and is typically specified by using an interval. The goal of uncertainty quantification for epistemic uncertainties is to determine the interval output of a quantity due to specified input intervals. The quantification of epistemic uncertainties has been scarcely explored in the context of hypersonic flows. This situation is in spite of the fact that epistemic uncertainties are the dominant form of uncertainties present in hypersonic flows and previous studies assuming pure aleatory uncertainties, although important initial steps, have likely underestimated the uncertainty associated with simulation objectives.\textsuperscript{5,29} Epistemic uncertainty may be quantified via sampling based approaches or via optimization. Typically, Latin hypercube sampling is used for epistemic uncertainties, although other methods such as approaches based on random sampling and Dempster-Shafer evidence theory can be used.\textsuperscript{30–32} For Latin hypercube sampling in particular, the required number of samples grows quickly as the dimension of the problem increases, making the quantification of epistemic uncertainties for large-dimension problems difficult.\textsuperscript{4} As was the case with aleatory uncertainty, one possible solution is to replace sampling with a surrogate model; however, this approach will again eventually encounter the curse of dimensionality as the input dimension increases. The other main approach for epistemic uncertainty quantification is to pose the problem as a constrained optimization problem. That is, given input parameters within specified ranges, determine the maximum and minimum values of an output function. Although this approach entails solving a complicated global optimization problem with the possibility of multiple extrema, the number of function evaluations to solve the optimization problem scales more readily to high-dimensional problems if a gradient-based optimizer is employed.\textsuperscript{33}

The problem of epistemic uncertainty quantification is further complicated when contributions from aleatory sources are also considered. This mixed aleatory/epistemic uncertainty quantification typically relies on a nested sampling strategy (or second-order probability). Although the required number of samples grows extremely fast, these strategies are conceptually easy to understand and are capable of separating the effects of each type of uncertainty.\textsuperscript{1,34} For nested strategies, samples are first drawn from the epistemic variables; and for each set of epistemic variables, the distribution of the output due to the aleatory variables is determined using sampling of the aleatory variables. Since the number of samples required for the epistemic uncertainty grows exponentially fast, the expense of nested sampling grows rapidly with respect to the number of epistemic variables.\textsuperscript{4} For hypersonic flows, the number of epistemic variables is typically much greater than the number of aleatory variables. Hence, for complex models with many uncertain epistemic variables, nested approaches will quickly become prohibitively expensive. Here, too, surrogates can be created as a
function of all variables and samples extracted according to a nested strategy. For relatively low dimensions, this strategy can be effective and, when combined with gradient-enhancement, could be applied to problems of moderate dimension.\textsuperscript{22} However, once the number of epistemic variables increases sufficiently, surrogate-based approaches will again become prohibitively expensive as the required number of samples increases for an accurate surrogate. In order to address this concern, combination sampling/optimization approaches have been explored.\textsuperscript{34} For mixed aleatory/epistemic problems, the goal of the uncertainty quantification is to produce a region in which the function is contained with a specific level of confidence, known as a P-Box.\textsuperscript{4} Stated in other terms, the bounds of the confidence interval of the output distribution must itself be an interval in order to account for the epistemic uncertainties. Because the details of this bounding box are irrelevant and only the bounds of this box are required, the sampling with respect to the epistemic variables may be replaced by optimization. In principle, these mixed optimization/sampling approaches may be posed in two ways: determining intervals of statistics and determining statistics of intervals. The first approach (referred to as uncertainty optimization, or UQOPT, throughout) can be viewed as an optimization-under-uncertainty problem with the metric of the optimization defined as a relevant statistic of the aleatory distribution, such as the mean and variance, bounds on a confidence interval, or a reliability index.\textsuperscript{34} For each step in the optimization, the aleatory uncertainty is quantified, and the relevant statistic of the distribution is calculated and used as the metric for the optimization.

In this paper, a statistics-of-the-interval approach (SOI for short) is proposed within the context of hypersonic flows. For this approach, an optimization problem will be posed for each set of aleatory variables, and repeated optimizations will be used to determine the relevant statistics of the interval. Because of the adjoint capability of the flow solver used for this work, a gradient-based optimization is used, reducing the cost of each optimization and ensuring optimal scaling as the input dimension increases. To reduce the number of required samples, a surrogate model of the optimization results is constructed with respect to the aleatory variables, ensuring few total optimizations are required to characterize the statistics of the interval.

The structure of this paper is as follows. In Section II, details of the physical problems and flow solver used for this work are presented. Because the availability of gradient information is vital to this work, Section III outlines the discrete adjoint implementation and sample sensitivity results are shown. In Section IV, details of the proposed strategy are given and compared with the competing uncertain optimization approach. Demonstration results using the models of section II are given in Section V.

II. Flow Problem

This section details the physical models used to test the previously described uncertainty quantification strategies. Two models were used for this work: the Fay-Riddell stagnation heating correlation and a non-equilibrium real gas CFD solver.

II.A. Fay-Riddell Heating

In order to provide a simplified, computationally inexpensive test problem that can mimic the characteristics of hypersonic CFD simulations with respect to model parameters and design space complexity, the Fay-Riddell stagnation heating correlation is examined.\textsuperscript{35} This model is an analytic function, permitting the use of exhaustive sampling to validate the uncertainty quantification strategies examined in this paper. The equations for this model are as follows.

\[ q' = 0.76(Pr_w)^{-0.6}(\rho_w \mu_w)^{0.1}(\rho_e \mu_e)^{0.4} \left( \frac{dU_e}{dx} \right) (h_o,e - h_w) \left[ 1 + \left( \frac{Le^{0.52} - 1}{h_o,e} \right) \right] \]

\[ \left( \frac{dU_e}{dx} \right) = \frac{1}{R_N} \sqrt{2\frac{\rho_e - \rho_\infty}{\rho_e}} \]

\[ h_D = \sum_i C_{i,e} \Delta h_{q,f,i} \]

In these equations, \( q' \) is the heat flux at the stagnation point, \( Pr \) represents the Prandtl number, \( Le \) is the Lewis number, \( R_N \) is the radius of curvature, \( \Delta h_{q,f,i} \) is the heat of formation for each species, \( h \) is the internal enthalpy and \( h_o \) is the total enthalpy. For this equation, the subscript \( e \) represents properties at the edge of
the boundary layer, and \( w \) represents values at the wall. The properties at the edge of the boundary layer are found by solving the normal shock problem using equilibrium properties for air. From the curve fits for the equilibrium properties of air, the enthalpy downstream of the shock is first written in terms of the density and pressure. A root-finder is then used to determine the downstream density and pressure required to satisfy the Rankine-Hugoniot jump conditions. With this density and pressure determined, all other bulk properties are calculated via curve fits.\(^{36}\) The composition after the shock is determined via statistical thermodynamics. Through analytic expressions of each species partition function, the equilibrium constant for each dissociation reaction is calculated. These equilibrium constants are then related to the partial pressure of each species and a Newton solver is used to solve for the partial pressure of each species.\(^{37, 38}\) Using these partial pressures, the mass fraction for each species can be found. Further details of the solution process used for the Fay-Riddell heating correlation can be found in other work.\(^{39}\) The required viscosities and thermal conductivity are evaluated by using a collision integral transport model that is common to the CFD solver and the Fay-Riddell problem.\(^{40, 41}\) This model was chosen in order to maintain the same input parameters between the Fay-Riddell model and the real gas CFD code. The Prandtl number at the wall is computed based on the transport values evaluated at the wall, and the Lewis number is evaluated based on the Prandtl number and assuming a constant Schmidt number of 0.5.\(^{42}\)

II.B. Real Gas Flow Solver

In this section, the physical models and CFD flow solver used in this paper are outlined. For this work, the Navier-Stokes equations are solved numerically in two dimensions via a cell-centered finite-volume scheme on unstructured meshes using triangular and/or quadrilateral elements. In vector form, the Navier-Stokes equations are given by

\[
\frac{\partial \mathbf{U}}{\partial t} + \nabla \cdot \mathbf{F} = \nabla \cdot \mathbf{F}_v + \mathbf{S},
\]

where \( \mathbf{U} \) are the conserved flow variables, \( \mathbf{F} \) is the inviscid flux, \( \mathbf{F}_v \) is the viscous flux, and \( \mathbf{S} \) contains any source terms required for the physical model, such as reaction or energy coupling terms. For this work, a nonequilibrium real gas physical model is examined. The real gas model is a five-species, two-temperature model for non-ionizing air.\(^{42}\) Both the Dunn-Kang chemical kinetics model and the Park model have been implemented for this work. Despite the superior accuracy of the Park model, the Dunn-Kang model is generally used throughout this work because of the ease with which uncertain parameters within the model may be specified. The specific heats are calculated via fourth order polynomial curve fits covering various temperature ranges. The total enthalpy is calculated simply by integrating these curve fits and incorporating the proper heat of formation information.\(^{40}\) The transport model is a collision integral model. For this model, viscosity, thermal conductivity, and diffusion coefficients are calculated based on linear interpolation of collision integrals between 2000 K and 4000 K.\(^{40, 41}\) The complete real gas model used in this work contains approximately 250 parameters, embedded within the constitutive models for the reaction rates, transport coefficients, relaxation times, and caloric equations of state.

In order to solve problems using the above model, a two-dimensional, cell-centered finite-volume code was written. The governing equations described above are first discretized in space, and the solution is advanced in time to steady state using a fully implicit approach. In semi-discrete form, the equations have the following form:

\[
\frac{\partial \mathbf{U}}{\partial t} + \mathbf{R}(\mathbf{U}) = 0
\]

The residual within each cell is given by the sum of the normal inviscid and viscous fluxes over all faces plus a cell centered contribution due to source terms. The inviscid flux is calculated by using gradient reconstruction of primitive variables, and gradients are calculated using Green-Gauss contour integration over the cell. The limiter used in this code is a combination of a pressure switch and the smooth Van Albada limiter.\(^{41-43}\) The AUSM+UP flux function is used because of the ease with which it can be extended to additional equations and its applicability across a wide range of Mach numbers. In order to extend this flux function to the real gas model, a frozen speed of sound is used.\(^{43, 44}\)

The result of the spatial discretization outlined above is a system of coupled ODE’s that are solved implicitly using a first order backward difference discretization. The result of this temporal discretization is a system of nonlinear equations that are solved by using an inexact Newton’s method. This inexact method
employs a number of approximations to improve the performance of the nonlinear solver. Instead of solving the nonlinear system exactly, a fixed number of Newton iterations are performed. Additionally, instead of inverting the exact Jacobian, an approximate first-order Jacobian is used and is inverted iteratively. For this work, the Jacobian corresponding to the van Leer-Hanel flux function is used, and the Jacobian is inverted by using either a point or a line implicit approach. Once startup transients have been overcome, the preconditioner and transport quantities can be frozen during the pseudo-time step. A line-preconditioned GMRES solver is then used in an exact Newton method to accelerate the convergence of the solver to machine zero.

Table 1. Benchmark flow conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_\infty$</td>
<td>5 km/s</td>
</tr>
<tr>
<td>$\rho_\infty$</td>
<td>0.001 kg/m$^3$</td>
</tr>
<tr>
<td>$T_\infty$</td>
<td>200 K</td>
</tr>
<tr>
<td>$T_{wall}$</td>
<td>500 K</td>
</tr>
<tr>
<td>$M_\infty$</td>
<td>17.605</td>
</tr>
<tr>
<td>$Re_\infty$</td>
<td>376,930</td>
</tr>
<tr>
<td>$Pr_\infty$</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Figure 1. Validation of solver for 5 km/s flow over circular cylinder. Left: Computed flow field temperature contours. Middle: Surface heating distribution. Right: Comparison of temperatures along centerline with LAURA$^{45}$ results running on equivalent mesh.

The solver described previously was validated using the standard test case of 5 km/s flow over a circular cylinder with a super-catalytic, fixed-temperature wall. The conditions for this test case can be found in Table 1. The results of this test case were compared with those of the well-validated code LAURA$^{45,46}$ and are depicted in Figure 1. For these comparisons, the Park chemical kinetics model was used. Although this model shows better agreement with the validation codes, the Dunn-Kang model is ultimately used for all of the demonstration sensitivity and uncertainty quantification results. As the figure shows, the solver is able to match the LAURA validation results closely.

III. Adjoint Sensitivity Analysis

Presented next is an outline of the sensitivity procedure used to calculate the gradient of an objective. Further details of this adjoint implementation are presented elsewhere.$^{47}$ To determine the gradient, the code is differentiated piece by piece, and the final sensitivity is constructed by using the chain rule. In order to illustrate this process, the following objective functional dependence is considered.

$$L = L(D, U(D))$$

(6)

In addition to this objective, a constraint is needed. For the steady problems considered in this work, the constraint is that the spatial residual must equal zero.
\[ \mathbf{R}(D, \mathbf{U}(D)) = 0 \]  
(7)

Both the constraint and the residual have an explicit dependence on the input parameters, or design variables \( D \), and an implicit dependence through the flow variables \( \mathbf{U} \). In order to determine the sensitivity derivative, the objective can be differentiated by using the chain rule as follows.

\[ \frac{dL}{dD} = \frac{\partial L}{\partial D} + \frac{\partial L}{\partial \mathbf{U}} \frac{\partial \mathbf{U}}{\partial D} \]  
(8)

The constraint may be differentiated in a similar manner. In this case, the derivative is equal to zero, since the constraint must be satisfied for all admissible values of \( D \) and \( \mathbf{U} \).

\[ \frac{\partial \mathbf{R}}{\partial D} + \frac{\partial \mathbf{R}}{\partial \mathbf{U}} \frac{\partial \mathbf{U}}{\partial D} = 0 \]  
(9)

Solving for \( \frac{\partial \mathbf{U}}{\partial D} \), and substituting into the objective derivative, one obtains the forward sensitivity equation (also known as the tangent linear model).

\[ \frac{dL}{dD} = \frac{\partial L}{\partial D} - \frac{\partial L}{\partial \mathbf{R}} \frac{\partial \mathbf{R}}{\partial \mathbf{U}} \frac{\partial \mathbf{U}}{\partial D} \]  
(10)

As the equation shows, the residual Jacobian must be inverted once for each design variable. However, the same \( \frac{\partial \mathbf{U}}{\partial D} \) may be used for each objective \( L \). Because of the expense associated with inverting the residual Jacobian, the forward sensitivity approach is best suited for problems with few design variables and multiple objectives.

The adjoint sensitivity equation is found by taking the transpose of the forward equation.

\[ \frac{dL^T}{dD} = \frac{\partial L^T}{\partial D} - \frac{\partial L^T}{\partial \mathbf{R}} \frac{\partial \mathbf{R}}{\partial \mathbf{U}} \frac{\partial \mathbf{U}}{\partial D} \]  
(11)

where the last two terms can be replaced by the adjoint variable \( \mathbf{\Lambda} \), defined as follows.

\[ \frac{\partial \mathbf{R}}{\partial \mathbf{U}} \mathbf{\Lambda} = -\frac{\partial L^T}{\partial \mathbf{U}} \]  
(12)

A sample adjoint solution for the 5 km/s benchmark is found in Figure 2. This figure shows the adjoint variable for surface heating associated with the density. The magnitude of this variable roughly represents the importance of the flow variable on the objective of interest. As expected for surface heating, the adjoint variable is largest near the surface of the cylinder. With this definition of the flow adjoint, the final sensitivity equation is given by the following.

\[ \frac{dL}{dD} = \frac{\partial L}{\partial D} + \mathbf{\Lambda}^T \frac{\partial \mathbf{R}}{\partial D} \]  
(13)

Determining the solution of the flow adjoint equation roughly follows the procedure used to solve the analysis problem. A simplified preconditioner matrix is used to advance the adjoint solution in a defect-correction scheme.\(^{48}\) The effect of the exact Jacobian required for the defect-correction solver is built up by using automatically differentiated subroutines. The automatic differentiation used in this work is provided by the Tapenade Automatic Differentiation Engine.\(^{49}\) Using these automatically differentiated subroutines, a line-preconditioned GMRES solver is used to invert the transpose of the Jacobian. With this adjoint implementation, the sensitivity of an objective to any number of parameters can be computed with a nearly constant amount of work.

In order to demonstrate the use of the adjoint, the sensitivities of surface heating with respect to parameters governing the chemical kinetics model and transport coefficients were calculated and are presented for the 5 km/s real gas benchmark. The objective used for these demonstration results is integrated surface heating, given by the following equation.

\[ L = -\int_{\partial \Omega} k \nabla T \cdot \mathbf{n} + k_v \nabla T_v \cdot \mathbf{n} dA \]  
\[ + \frac{1}{2} \rho_{\infty} V_{\infty} \]  
(14)

In this equation, \( T \) is the translational-rotational temperature, \( k \) is the translational-rotational thermal conductivity, \( T_v \) is the vibrational temperature, and \( k_v \) is the vibrational thermal conductivity. The first
variables examined relate to the specification of reaction rates. For the Dunn-Kang chemical kinetics model used within this work, the reaction rates take the following form.

\[
K_f = C_f T_a^\eta_f e^{-\frac{E_{a,f}}{k_B T_a}} \tag{15}
\]

\[
K_b = C_b T_a^\eta_b e^{-\frac{E_{a,b}}{k_B T_a}} \tag{16}
\]

Here \(E_{a,f}\) and \(E_{a,b}\) represent the activation energy for the forward and backward reactions respectively, \(k_B\) is Boltzmann’s constant, and \(T_a\) is a characteristic temperature for the reaction. The parameters examined in this case were \(C_f\) and \(C_b\) for each reaction, giving a total of 34 parameters. Figure 3 depicts the computed sensitivity of surface heating with respect to the forward and backward reaction rates using the adjoint procedure for the 5 km/s benchmark case. Note that because of the large discrepancy between the design variable and the objective, the sensitivity is expressed as fractional change in objective per fractional change in design variable (i.e. \(\frac{dL}{L} \div \frac{dD}{D}\)).

\[
47 \text{ As the results demonstrate, the reactions governing the production and breakdown of NO, as well as the oxygen recombination reactions, have the greatest influence on integrated surface heating.}
\]

In addition to reaction rates, the sensitivity with respect to parameters within the transport model was calculated. For the collision integral model, measured collision integrals between the five species at 2000 K and 4000 K are used, and linear interpolation is used to determine the collision integral at the appropriate temperature.

\[
\log_{10}(\Omega_{s,r}^{k,k}) = \log_{10}(\Omega_{s,r}^{k,k})_{2000} + \left[\log_{10}(\Omega_{s,r}^{k,k})_{4000} - \log_{10}(\Omega_{s,r}^{k,k})_{2000}\right] \frac{\ln(T) - \ln(2000)}{\ln(4000) - \ln(2000)} \tag{17}
\]

In the above equation, \(\Omega_{s,r}^{k,k}\) represents the collision integral between species \(s\) and species \(r\). For the five-species model, 15 independent collision interactions are possible. This model gives a total of 60 parameters, since two separate collision integrals (\(\Omega_{s,r}^{1,1}\) and \(\Omega_{s,r}^{2,2}\)) are used at each temperature. In reality, it is likely that the uncertainty for the collision integrals measured at 2000 K and 4000 K are correlated. Because of this assumption, the sensitivities with respect to only the collision integrals at 2000 K were calculated. The results of this calculation are also presented in Figure 3. As the results show, the collisions involving \(N_2\) have the greatest effect on integrated surface heating. This result is unsurprising because \(N_2\) is the predominant species at the super-catalytic wall boundary condition.
IV. Mixed Aleatory/Epistemic Uncertainty Quantification via Optimization

This section details the proposed statistics-of-intervals (SOI) approach. Because of the similarity between the approaches, the competing uncertain optimization approach is also explained, and the two methods are compared in qualitative terms, enumerating the relative strengths and weakness of each method.

IV.A. Statistics-of-Intervals Approach

For the proposed statistics-of-intervals approach to the mixed uncertainty quantification problem, the bounds of the output interval due to the epistemic uncertainty are treated as random variables, and the variability of these bounds due to the aleatory uncertainties in the problem are characterized. This process is best demonstrated with a set of equations. Let $\alpha$ represent the variables with associated aleatory uncertainties, $\beta$ represent variables with epistemic uncertainties, and $L$ represent the output of interest for a simulation. For this work, the variables in each group are assumed to have only aleatory or only epistemic uncertainty. In order to account for both types of uncertainty, sampling is performed for the aleatory variables while optimization is performed over the epistemic variables. This can be represented mathematically as follows.

\[ L = f(\alpha, \beta) \]  
\[ L_{\text{max}}(\alpha) = \max_{\beta} f(\alpha, \beta) \]  
\[ L_{\text{min}}(\alpha) = \min_{\beta} f(\alpha, \beta) \]

The variables $L_{\text{max}}$ and $L_{\text{min}}$ can now be treated as random variables, since the inputs $\alpha$ are random variables with associated distributions. To characterize the distribution of $L_{\text{max}}$ and $L_{\text{min}}$, one must extract repeated samples of $L_{\text{max}}$ and $L_{\text{min}}$. These extractions entail running the optimization problem for the specified variables $\alpha$. Because of the expense of these optimizations, strategies used to reduce the computational cost associated with sampling can be employed. For this work, separate surrogates are created for $L_{\text{max}}$ and $L_{\text{min}}$ as a function of the aleatory variables, and samples are extracted from these surrogates. Because the number of aleatory variables present in hypersonic flow is relatively small compared with the number of epistemic variables, the required number of samples for this surrogate is small, necessitating few optimization results.

Because the optimization results are viewed as general random variables, any surrogate can be used to represent the aleatory dependence of the variables. For this work, a kriging surrogate is used. (When the kriging model is used in conjunction with the statistics-of-intervals approach, the method is referred to as SOI-Kriging). The construction of kriging models is based on the assumption that the output variable $y$ is a random variable obeying a Gaussian process, represented as

\[ y = N(m(D), K(D, D')) \]
where $m(D)$ is the mean function of the distribution and $K$ is the covariance matrix for the data. In the context of the SOI method, the variable $y$ represents either the minimum ($L_{\text{min}}$) or maximum ($L_{\text{max}}$) value from the optimization results. For this work, the mean function is typically assumed constant $m(D) = \mu_0$, corresponding to ordinary kriging. Higher-order polynomials, such as Hermite or Legendre polynomials, may also be used in the kriging model to enhance accuracy. When a polynomial basis is used in the kriging model, the approach is referred to as universal kriging. The parameters required in the covariance matrix are determined by maximizing the marginal likelihood equation for the model. Throughout this work, the Matern class of covariance functions was used with the smoothness parameter $\nu$ set to $5/2$ since this combination of function and smoothness parameter produced the most accurate results.\(^{50,51}\) The output of a kriging model is also a Gaussian process and has an associated mean and variance. With the observation data, represented by the vector $y$, the mean behavior of $y$ away from these observations is predicted for an ordinary kriging model using the following equation.

$$y^* = \mu_0 + k(D^*, D)K^{-1}(y - \mu_0) \quad (22)$$

Here, $k(D^*, D)$ is the covariance between the test point of interest $D^*$ and the training data $D$. Although gradient or Hessian information can be easily incorporated into the training of a Kriging model, the model explored here is based on function values only because of the relatively small number of aleatory variables.\(^{23,50}\) Because the SOI approach does not require differentiation of the surrogate model, sophisticated surrogate prediction techniques can be used in conjunction with the method. Because of the stochastic nature of kriging models, in addition to predicting mean behavior, the distribution of model predictions can be constructed by repeated sampling of the Gaussian process representing the kriging model. This distribution is due to the uncertainty inherent in the surrogate model and can provide an error estimate for the surrogate predictions. In order to avoid confusion, results based on sampling from the kriging model’s Gaussian process are not presented; however, this approach is presented for the case of purely aleatory uncertainty in reference.\(^{25}\)

### IV.B. Uncertain Optimization Approach

In addition to the proposed method, an uncertain optimization (UQOPT) approach is considered.\(^{34}\) In this approach, a single pair of optimization problems (one minimization and maximization) is performed over the epistemic variables. The objective for this optimization is a statistical quantity due to the aleatory uncertainty present in the problem. This process is represented by using the following equations. Within these equations, $\beta$ again represents the set of epistemic variables, and $\alpha$ represents the aleatory variables. In contrast to the statistics-of-intervals approach, the statistical metric of interest must be chosen before the optimization is performed. Let the variable $J(\beta)$ represent a statistical metric based on the simulation output $L(\alpha, \beta)$, such as a variance or reliability metric. The optimization problem is now posed as follows.

$$J_{\text{max}} = \max_\beta J(\beta) \quad (23)$$

$$J_{\text{min}} = \min_\beta J(\beta) \quad (24)$$

An example of $J(\beta)$ is given by the reliability metrics seen in equations (32) and (35). In order to determine the metric $J(\beta)$, the distribution of $L(\alpha, \beta)$ based on variations in $\alpha$ must be characterized for each $\beta$ encountered during the optimization process. In order to accelerate this process, a surrogate of $L(\alpha, \beta)$ with respect to $\alpha$ is created, and statistics are calculated based on this surrogate. Because of the ease with which statistics can be calculated in closed form, a polynomial chaos expansion is used to calculate $J(\beta)$, yielding the method denoted as UQOPT-PC.\(^{34}\) This expansion is represented as follows.

$$L(\alpha, \beta) = \sum_{i=0}^{N_p} \hat{L}_i(\beta)\phi_i(\alpha) \quad (25)$$

Here, $\hat{L}$ are the expansion coefficients, and $\phi(\alpha)$ is a polynomial in the random variable. The exact choice of polynomial depends on the input distribution with Hermite polynomials used for normal distributions and Legendre polynomials for uniform distributions.\(^{52}\) Since the expansion polynomials are orthogonal, the determination of the expansion coefficients requires a simple inner production that can be computed by quadrature.
\[
\hat{L}_i(\beta) = \int_R L(\alpha', \beta) \phi_i(\alpha') d\alpha = \sum_{k=0}^{N_q} w_k L(\alpha_k, \beta) \phi_i(\alpha_k)
\]  
(26)

Here, \( R \) is the support of the basis function \( \phi \), \( w_k \) are the quadrature weights, and \( N_q \) is the total number of quadrature points. Once the coefficients are determined, the mean and variance are given by the following.

\[
L_\mu = \hat{L}_0 
\]  
(27)

\[
L_{\sigma^2} = \sum_{i=1}^{N_p} \hat{L}_i^2 \int_R \phi_i(\alpha')^2 d\alpha'
\]  
(28)

Because of these explicit relations, the derivatives required for a gradient-based optimizer are easily computable for many statistical metrics. Because the optimization is performed over the epistemic variables, only the derivative with respect to \( \beta \) is required. This gradient is easily computed using the following equations.\(^{34}\)

\[
\frac{\partial L(\alpha, \beta)}{\partial \beta} = \sum_{i=0}^{N_p} \frac{\partial \hat{L}_i(\beta)}{\partial \beta} \phi_i(\alpha) 
\]  
(29)

\[
\frac{\partial \hat{L}_i(\beta)}{\partial \beta} = \int_R \frac{\partial L(\alpha', \beta)}{\partial \beta} \phi_i(\alpha') d\alpha' = \sum_{k=0}^{N_p} w_k \frac{\partial L(\alpha_k, \beta)}{\partial \beta} \phi_i(\alpha_k) 
\]  
(30)

Although technically any surrogate or statistical metric \( J(\beta) \) can be used with this method, the desire to use a gradient-based optimizer limits the type of surrogate and statistical metric that can be used. In order to use a gradient-based optimizer, both the statistical metric and the surrogate process used to produce the metric must be differentiable, limiting the choice of statistical metric to distribution moments and choice of surrogate to deterministic models.

**IV.C. Method Comparison**

To compare the proposed statistics-of-intervals approach to the expected behavior of the uncertain optimization method, an analogy is first drawn between the latter method and another well-known method of optimization under uncertainty: stochastic programming.\(^{53}\) A fairly encompassing formulation for the latter can be written as follows.

\[
\min_{\beta} J(\beta) \equiv F(\beta, \mathbb{E}_\alpha G(L(\beta, \alpha)))
\]  
(31)

(Note that maximization and minimization problems are formally the same if the sign of the objective function is changed, so only minimization is discussed). Here \( G \) is a vector-valued function. Indeed, several of the well-known formulations can be such represented. For example, in decision theory set-ups, a risk function can be defined as \( J(\beta) = \mathbb{E}_\alpha L(\beta, \alpha) \) (in this context, the function \( L \) is called the "loss function").\(^{54}\)

Another fairly common circumstance is that where the functional of interest depends on moments of a function of the random variable. For example (as will be used in Section \( \S \)V.A.3) the functional of interest can be a combination of the mean and standard deviation of the random variable \( L(\beta, \alpha) \), parametric in \( \beta \).

\[
J(\beta) = \mathbb{E}_\alpha L(\beta, \alpha) + c \sqrt{\mathbb{E}_\alpha L(\beta, \alpha)^2 - (\mathbb{E}_\alpha L(\beta, \alpha))^2}
\]  
(32)

Here, \( \mathbb{E}_\alpha \) represents the expected value over the aleatory variables. If \( c \) is a given quantile of the standard normal, then \( J(\beta) \) can be seen as an approximation of the quantile of the same rank of \( J(\beta, \cdot) \) under a normal approximation. It can be immediately seen that either case can be abstractly set up as a functional defined by (31).

Therefore, many analytical conclusions concerning the comparison between the uncertain optimization approach and the statistics-of-intervals approach can be reached by reasoning on (31). An immediate contention is whether the risk function can be easily formulated. While this question may seem slightly irrelevant
to an algorithmically inclined scientist, it is a huge topic in decision theory, where there exists a massive literature on the elicitation of the risk function, for example.\textsuperscript{54} It thus seems realistic that, particularly in the initial stages of the analysis, also known as the prospective stage, the proper objective function \( J \) may not be exactly known, except perhaps for a range of parameters (for example, in the case of (32), the parameter \( c \) may be known only within a factor of 2). In this case, the SOI approach is likely to be more efficient, as it will give a result which is easy to compute for a large class of objective functions, whereas the uncertain optimization would, to some extent, have to solve a new problem for each of the different objective functionals.

If the objective functional is known, the uncertain optimization method would seem to have an advantage in that it needs to run only one pair of optimization problems. Moreover, it is clear that \( F \) is not necessarily monotonic with respect to \( L \) in (31); hence the statistics-of-intervals approach may not actually solve (31). On the other hand, virtually all functionals of interest have this monotonicity property, so this situation is not as restrictive practically as it may appear. Moreover, the issue of "only one pair of optimization problems" is a bit superficial in that (31) will likely be approximated by sample average (SAA) approximation. That is, one constructs i.i.d-\( \alpha \) samples \( \alpha_i, i = 1, 2, \ldots, n \), and constructs the SAA approximation:

\[
\min_{\beta} J(\beta) \approx \min_{\beta} \hat{J}^N(\beta) \equiv F(\beta, \frac{1}{N} \sum_{i=1}^{N} G(L(\beta, \alpha_i)))
\] (33)

Therefore, in evaluating \( \hat{J}^N \) a large number of \( \alpha \)'s may need to be explored for each \( \beta \), therefore putting the two methods on comparable footing, even for a well-defined \( J \).

In addition to theoretical concerns, several practical differences exist between the two methods. The use of a gradient-based optimizer requires that the metric \( J(\beta) \) used with the UQOPT method be differentiable. Additionally, the process used to inexpensively predict \( J(\beta) \) based on a surrogate must also be differentiable. The statistics-of-intervals approach has no such limitations on the statistics that can be computed or the surrogate that can be used to model the aleatory variability. Because a number of independent optimizations are performed and surrogates are constructed to represent the variation of optimization results due to aleatory variables, the entire distribution of the interval is available provided the surrogate is of sufficient accuracy. Hence, the full empirical distribution function of each interval bound can be constructed, and any statistic may be calculated. Additionally, because the surrogate is applied merely to a collection of optimization sampling results, any surrogate may be used to represent the aleatory distribution. This flexibility may be important if the use of more sophisticated, stochastic surrogate models is desired.

V. Demonstration Results

In this section, the proposed statistics-of-intervals approach is demonstrated on problems relating to the hypersonic fluid flow models described in Section II. In order to prove the validity of the proposed method for mixed uncertainty problems and demonstrate desirable properties of the method, the Fay-Riddell heating correlation is first used. Because this correlation is an explicit function, exhaustive sampling in every aspect of the problem can be performed. In addition to showing the desirable properties of the statistics-of-intervals approach, the uncertain optimization method is demonstrated on the Fay-Riddell heating correlation and compared with the SOI approach. With the properties of the statistics-of-intervals approach demonstrated using the Fay-Riddell heating correlation, mixed aleatory/epistemic uncertainty is quantified for a real gas CFD simulation.

Throughout, the 5 km/s test case detailed in Section II is used. Ten uncertain parameters were chosen for all these tests and because of the set up of the Fay-Riddell heating correlation, both the CFD results and Fay-Riddell results use the same uncertain parameters. For all these tests, two input parameters are treated as aleatory and eight as epistemic. The aleatory variables corresponded to the freestream density and velocity, and the epistemic variables correspond to the eight most sensitive collision integrals from the sensitivity analysis presented in section III for the CFD results. The uncertain parameters along with the associated uncertainties are found in Table 2. These parameters and associated uncertainty were chosen based on the results of similar uncertainty quantification studies.\textsuperscript{6,21} The choice of which parameters to treat as aleatory was taken from an additional study.\textsuperscript{22} The form of the uncertainty on the collision integrals is taken from an earlier study\textsuperscript{6} and assumes a multiplicative constant on \( \Omega \) over the entire temperature range. This relationship can be represented as
### Table 2. Uncertain Model Parameters

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_\infty\ (kg/m^3)$</td>
<td>Aleatory</td>
<td>$\pm 10% \ (\sigma = 5%)$</td>
</tr>
<tr>
<td>$V_\infty\ (m/s)$</td>
<td>Aleatory</td>
<td>$\pm 30.84 \ (\sigma = 15.42%)$</td>
</tr>
<tr>
<td>$\Omega^{1,1}_{N_2-N_2}$</td>
<td>Epistemic</td>
<td>$\pm 20%$</td>
</tr>
<tr>
<td>$\Omega^{2,2}_{N_2-N_2}$</td>
<td>Epistemic</td>
<td>$\pm 20%$</td>
</tr>
<tr>
<td>$\Omega^{1,1}_{O_2-N_2}$</td>
<td>Epistemic</td>
<td>$\pm 20%$</td>
</tr>
</tbody>
</table>

follows.

$$\Omega^{k,k}_{s,r} = A_{s,r} \hat{\Omega}^{k,k}_{s,r} \quad (34)$$

Here, $\hat{\Omega}^{k,k}_{s,r}$ is the mean collision integral between species $s$ and $r$ and $A_{s,r}$ is a variable that varies between 0.8 and 1.2 for the uncertainty specified in Table 2. Because the collision integrals use the base-10 logarithm of the collision integral interpolated between 2000 K and 4000 K, the cross-sections can be perturbed according to equation (34) by simply adding $\log_{10}A_{s,r}$ to the log of the mean collision integral terms evaluated at 2000 K and 4000 K.

For these tests, the uncertainty in surface heating is desired. For the Fay-Riddell heating correlation, the uncertainty in stagnation point surface heating due to the input uncertainties in Table 2 is predicted. For the CFD results, the uncertainty in integrated surface heating is desired, calculated based on Equation (14). The specification of the uncertainty is presented either through plots of the empirical distribution function of surface heating or based on a relevant statistical metric, such as the mean value reliability metric or a specified quantile.

#### V.A. Fay-Riddell Heating Results

In order to provide a baseline for the other methods illustrated in this work, exhaustive nested sampling was performed, and a series of cumulative distribution function (CDF) curves was constructed (known as a horse-tail plot). This plot is shown in Figure 4. For this baseline result, 5,000 aleatory samples were taken for each epistemic sample. For the epistemic variables, three samples were taken for each variable, following the experiences of other mixed aleatory/epistemic uncertain studies. This sampling strategy gave a total of 6,561 (3^8) epistemic samples. Because a full set of aleatory samples is required for each epistemic sample, the total number of samples was $3.28 \times 10^7$. Clearly, for anything other than an analytic function, this nested sampling will be prohibitively expensive. The samples for both the epistemic and aleatory variables were extracted by using Latin hypercube sampling, uniform sampling in the case of epistemic variables and transformed to normal sampling by means of the inverse cumulative distribution function for the aleatory variables.

Because the epistemic uncertainty comes with no associated statistical distribution, each of the CDF curves in Figure 4 is equally valid. In order to provide some manageable metric, the bounds of the CDF curves should be found such that all samples lie between these two curves. One method for finding these bounding curves is to generate a CDF for the minimum and maximum values produced by sampling over the epistemic variables. In terms of nested sampling, for a given set of aleatory variables, the maximum and minimum values generated through sampling of the epistemic variables are determined and a CDF of these variables is constructed. These bounds are plotted in Figure 5.

With these baseline results established, the validity of optimization for this type of uncertainty propagation will be demonstrated. With optimization demonstrated as a viable strategy, the statistics-of-intervals approach will be applied for this problem. In addition to providing demonstration results for this method, the statistics-of-intervals approach will be compared with uncertain optimization.
V.A.1. Validity of Optimization

In order to show that optimization can be used for the epistemic component of this problem, the distribution associated with the optimization results is constructed through exhaustive sampling of the optimization. For this test, a pair of maximization and minimization problems over the epistemic variables is performed for each set of aleatory variables. In order to accurately characterize the distribution of these bounds, 5,000 pairs of optimization problems were performed corresponding to the aleatory samples from the nested sampling approach. The optimization method used throughout this work was L-BFGS. Approximately 40 function/gradient evaluations were required for each pair of optimizations, giving a total of $1.96 \times 10^5$ function/gradient evaluations. The CDF curves of these optimization results should agree with bounding CDF curves from nested sampling. The horsetail plot for nested sampling and the CDF curves for the optimization results are plotted in Figure 6.

From these results, the optimization seems to give overly conservative predictions for the combined epistemic/aleatory uncertainty. However, because the horsetail plot is constructed through exhaustive sampling, the minimum and maximum predictions for a given set of aleatory variables are limited by the extent to which sampling in the epistemic variables has been performed. Because optimization does not suffer from this
limitation, it is reasonable to expect that the optimization approach gives the more accurate uncertainty prediction and that more extensive sampling of epistemic variables within the nested sampling approach should cause the sampling-based results to approach the optimization bounds.

In order to demonstrate that the optimization results give the proper bounding CDF curves, nested sampling was performed with increasing numbers of epistemic samples. Because the number of samples over the epistemic variables increases rapidly with dimension, the dimension of the problem was reduced to six, and the number of samples for each epistemic variable was increased. As was the case with the 10-dimensional problem, the freestream density and velocity were again treated as aleatory. The set of epistemic variables was reduced to the first four collision integrals in Table 2, and nested sampling was performed using 3, 5 and 10 samples in each dimension. Figure 7 shows the bounding CDF curves for each of these cases. Plotted with these sampling-based CDF curves are the CDF curves based on optimization.
As the plot demonstrates, the bounding CDF curves for nested sampling approach the optimization bounding curves as the number of samples in each dimension is increased. Hence, provided the global minimum and maximum can be found (a condition that is virtually impossible to guarantee but appears to be the case for this problem), the optimization should be viewed as more accurate than the nested sampling approach. This conclusion is fortunate because the total number of samples required for exhaustive sampling of the optimization results is only $1.96 \times 10^5$ function/gradient evaluations as opposed to the $3.28 \times 10^7$ function evaluations required for nested sampling. Given the large savings, any additional cost associated with calculating the gradient appears to be more than off-set by the reduction in total number of evaluations. For reference, with an adjoint-based approach, the gradient can be evaluated in constant time with a cost proportional to the cost of a function evaluation. Typical values for this constant of proportionality are 2 to 3, with significantly lower values reported for highly nonlinear functions.\textsuperscript{56,57} For the solver used in this work, the adjoint solution is typically found an order of magnitude faster than the flow solution.

V.A.2. Statistics of Intervals-Kriging Results

With the validity of optimization shown for propagating epistemic uncertainty for this problem, sample reduction techniques can be applied over the aleatory variables to reduce the total number of optimizations required to characterize the distribution of the optimization bounds. For this work, two surrogates are created to model the variation of the optimization bounds as a function of the aleatory variables. Although any surrogate could be used, a kriging model is employed throughout this section (ordinary kriging unless otherwise specified). In order to test the surrogate’s ability to represent the distribution of optimization results with a limited number of samples, a kriging model was created by using the results of four pairs of optimizations run with different values for the aleatory variables. The aleatory variables used for these optimizations were chosen through Latin Hypercube sampling. Once the kriging model was constructed, aleatory samples were extracted from the surrogate to build up an approximate CDF curve for the optimization results. Figure 8 shows the bounding CDF curves for this kriging-based sampling. For comparison, the CDF curves for exhaustive sampling of the optimization results and the CDF curves from nested sampling are shown.

![Figure 8. CDF of optimization results based on kriging model using 4 pairs of optimization results.](image)

As the figure demonstrates, with only four pairs of optimizations and 157 function/gradient evaluations of the physical model, the kriging-based results closely approximate the CDF curves for the minimum and maximum surface heating values based on exhaustive sampling of the optimization results. In addition to qualitatively judging the CDF curves produced by sampling from the Krigeing model, specific statistics of the interval bounds can be calculated. By examining a specific statistic, the effect of number of training points (pairs of optimization results in this context) on model predictions can be characterized, and the total expense in terms of function/gradient evaluations can be shown.
In order to assess the performance of the kriging model for characterizing the distribution of surface heating due to aleatory variables, the average, standard deviation and 99th percentile of the minimum and maximum distributions were calculated with varying numbers of training points. Initially, an ordinary kriging model \((p = 0\) regression) was used. The convergence of the average and variance predictions for the maximum and minimum values as a function of training data size are plotted in Figure 9. Table 3 shows the 99th percentile prediction based on kriging models with varying training-set sizes. Unlike the uncertain optimization method, quantile predictions for the interval can be made with ease since the statistic of interest need not be differentiable for the SOI method. In order to generate the training data, sets of aleatory variables were generated via Latin Hypercube sampling, and a pair of optimizations (minimization and maximization) was run for each value of the aleatory variables.

Figure 9. Convergence of average (Left) and variance (Right) prediction for minimum and maximum distribution using kriging models built from increasing numbers of optimization results

Table 3. 99th Percentile Predictions for SOI Method Using Ordinary Kriging Model

<table>
<thead>
<tr>
<th>Training Data Size</th>
<th>Number of F/G Evaluations</th>
<th>99th Percentile of Min</th>
<th>99th Percentile of Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>156</td>
<td>1.18169 × 10^{-2}</td>
<td>1.41405 × 10^{-2}</td>
</tr>
<tr>
<td>8</td>
<td>289</td>
<td>1.17531 × 10^{-2}</td>
<td>1.40693 × 10^{-2}</td>
</tr>
<tr>
<td>16</td>
<td>603</td>
<td>1.17928 × 10^{-2}</td>
<td>1.41132 × 10^{-2}</td>
</tr>
<tr>
<td>32</td>
<td>1190</td>
<td>1.17950 × 10^{-2}</td>
<td>1.41126 × 10^{-2}</td>
</tr>
<tr>
<td>64</td>
<td>2433</td>
<td>1.17951 × 10^{-2}</td>
<td>1.41133 × 10^{-2}</td>
</tr>
<tr>
<td>128</td>
<td>4862</td>
<td>1.17952 × 10^{-2}</td>
<td>1.41140 × 10^{-2}</td>
</tr>
<tr>
<td>Exact</td>
<td>196427</td>
<td>1.17951 × 10^{-2}</td>
<td>1.41151 × 10^{-2}</td>
</tr>
</tbody>
</table>

As these results demonstrate, the statistic predictions for the ordinary Krigeing model closely approximate the exact values with a moderate number of optimization results (matching 4 digits in both the average and variance with 16 pairs of optimizations with a total cost of 603 function/gradient evaluations of the physical model).

V.A.3. Comparison between Statistics of Intervals vs. Uncertain Optimization

In this section, the performance of the uncertain optimization approach is compared with the SOI approach using the Fay-Riddell heating correlation. For this comparison, the interval on a single statistic was predicted by using both methods. For a fair comparison, a polynomial chaos expansion was used to represent the aleatory variation while L-BFGS was again used as the optimization strategy.

The statistical metric used in this test was the following mean value reliability metric.

\[ J = \mu - \sigma_c \]  

(35)
Here, \( \mu \) is the average, \( \sigma \) is the standard deviation of the distribution due to aleatory variables, and \( c \) is a defined parameter corresponding to the desired reliability level. For a normal distribution, \( c \) equal to \(-2.33\) gives a 99\% reliability metric. This statistic was chosen because of the ease with which it and its derivative with respect to epistemic variables are calculated for a polynomial chaos expansion.

The comparison between the two methods is based on the accuracy of the statistical metric as well as the total number of function/gradient evaluations required for each method. For this test, accuracy was assessed based on statistics calculated from exhaustive sampling of the optimization results (5,000 independent pairs of optimizations), and this assessment was based on multiple polynomial orders. Table 4 summarizes the results of this test.

### Table 4. Method Comparison Results for 99\% Reliability Metric

<table>
<thead>
<tr>
<th>Order</th>
<th>UOPT Lower</th>
<th>UOPT Upper</th>
<th>SOI Lower</th>
<th>SOI Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>P=1</td>
<td>(1.174679 \times 10^{-2})</td>
<td>(1.405831 \times 10^{-2})</td>
<td>(1.174679 \times 10^{-2})</td>
<td>(1.405831 \times 10^{-2})</td>
</tr>
<tr>
<td>P=2</td>
<td>(1.174877 \times 10^{-2})</td>
<td>(1.406067 \times 10^{-2})</td>
<td>(1.174877 \times 10^{-2})</td>
<td>(1.406067 \times 10^{-2})</td>
</tr>
<tr>
<td>P=3</td>
<td>(1.174878 \times 10^{-2})</td>
<td>(1.406068 \times 10^{-2})</td>
<td>(1.174878 \times 10^{-2})</td>
<td>(1.406068 \times 10^{-2})</td>
</tr>
</tbody>
</table>

Exhaustive Lower: \(1.174998 \times 10^{-2}\)  Exhaustive Upper: \(1.406205 \times 10^{-2}\)

As these results demonstrate, when the same surrogate is used, the two methods give identical results, and these results compare well to those based on exhaustive sampling of the optimization results. For this problem at least, the sampling and the optimization steps of the methods appear to be interchangeable, although this is likely not the case in general.

In addition to assessing the predictions of the two methods, the cost of each method was also compared. Table 5 shows the number of function/gradient evaluations required for each method at the different polynomial orders.

### Table 5. Method Cost Comparison in Terms of Number of Function Gradient Evaluations for 99\% Reliability Metric

<table>
<thead>
<tr>
<th>Order</th>
<th>UOPT Cost</th>
<th>SOI Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>P=1</td>
<td>156</td>
<td>157</td>
</tr>
<tr>
<td>P=2</td>
<td>351</td>
<td>355</td>
</tr>
<tr>
<td>P=3</td>
<td>624</td>
<td>631</td>
</tr>
</tbody>
</table>

Exhaustive optimization sampling cost = 196427

As the results demonstrate, the costs of the two methods are nearly the same, with the uncertain optimization slightly edging out the statistics-of-intervals approach, but only by an insignificant amount compared with the total cost. Additionally, both methods are significantly less expensive than exhaustive sampling of the optimization results. As the number of aleatory variables increases, the savings experienced would likely decrease as the expense of training the surrogate increases.

For the SOI approach, any surrogate may be used to represent the aleatory dependence of the minimum and maximum values. In the previous section, an ordinary kriging model was used. In order to compare the polynomial regression approach to kriging, a universal kriging model can be used. As previous work has shown, universal kriging typically provides higher accuracy than does standard \(L_2\) regression and under some circumstances can outperform ordinary kriging.25

As the results show, although the polynomial chaos results are accurate, the universal kriging results achieve a higher level of accuracy using the same number of training points and regression order. Although universal kriging could be used within the UQOPT approach, the calculation of the gradient of statistic predictions is difficult. In contrast, the implementation of universal kriging within the SOI approach is straightforward, demonstrating another advantage of the SOI approach.
### Table 6. Universal Kriging Model for 99% Reliability Metric

<table>
<thead>
<tr>
<th>Order</th>
<th>UOPT Lower</th>
<th>UOPT Upper</th>
<th>SOI-UK Lower</th>
<th>SOI-UK Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>P=1</td>
<td>1.174679 × 10^{-2}</td>
<td>1.405831 × 10^{-2}</td>
<td>1.17471 × 10^{-2}</td>
<td>1.40586 × 10^{-2}</td>
</tr>
<tr>
<td>P=2</td>
<td>1.174877 × 10^{-2}</td>
<td>1.406067 × 10^{-2}</td>
<td>1.17499 × 10^{-2}</td>
<td>1.40620 × 10^{-2}</td>
</tr>
<tr>
<td>P=3</td>
<td>1.174878 × 10^{-2}</td>
<td>1.406068 × 10^{-2}</td>
<td>1.17500 × 10^{-2}</td>
<td>1.40621 × 10^{-2}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exhaustive Lower</th>
<th>Exhaustive Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.174998 × 10^{-2}</td>
<td>1.40641150205 × 10^{-2}</td>
</tr>
</tbody>
</table>

### V.B. Real Gas Computational Fluid Dynamics Results

In order to demonstrate the proposed statistics-of-intervals/kriging approach for a practical computational simulation, the approach was applied to uncertainty quantification for a real gas CFD solver. For these tests, the uncertainty of integrated surface heating was calculated. The uncertain parameters for the simulation are the same as the parameters used for the Fay-Riddell model (Table 2).

Because of the expense of the CFD simulation, the exact mixed aleatory/epistemic uncertainty results cannot be calculated through either nested sampling or exhaustive sampling of optimization results (which would require approximately 30 million and 300,000 CFD results, respectively). In order to provide validation for the SOI-kriging method applied to the real gas simulation, each element of the method was validated separately against exhaustive sampling. With each element validated, the mixed aleatory/epistemic uncertainty was calculated by using successively more accurate surrogate models to demonstrate convergence of the statistic predictions.

In order to test the SOI-kriging method for the CFD model, optimization was first used to propagate the epistemic uncertainty within the problem. For this test, the aleatory variables were fixed at their mean values, and optimization was performed over the epistemic variables to determine the associated interval for integrated surface heating. The interval produced by optimization was validated by performing Latin hypercube sampling over the epistemic variables, again with the aleatory variables fixed at their mean values. Figure 10 shows the convergence of the two optimization problems for the real gas solver. The optimization results provide conservative estimates for the bounds established through sampling. Because the optimization results represent function values achieved using epistemic variables in the specified interval, the bounds produced from optimization should be viewed as the correct results. As was the case with the lower-dimensional Fay-Riddell results, it is likely that further sampling would give results that approach the optimization bounds.

With the optimization portion of the SOI-kriging method validated, the ability of a surrogate model to capture the aleatory variation of the integrated surface heating was tested. For this test, the epistemic variables were frozen at their non-perturbed values (1 in the terms of the parameters defined in Table 2), and sampling was performed over the aleatory variables. In order to provide validation data, Monte Carlo sampling was performed over the aleatory variables, and the distribution was characterized both by constructing a CDF curve and by calculating specific statistics. In order to acquire accurate statistics, 4,564 samples were used, and a separate simulation was performed for each. With the validation data acquired, ordinary kriging models with increasing numbers of training points were constructed. Because the epistemic variables for this test were fixed, each training point required only a single CFD simulation.

As a first test, the convergence of the mean, variance, and 99th percentile are shown for kriging models with increasing numbers of training points. The convergence of this metric as a function of training point number is given in Table 7. As the results show, predictions of the kriging model rapidly converge toward the Monte Carlo results. In addition to predicting distribution statistics, a CDF of the output is constructed based on samples extracted from the kriging model and compared with that of Monte Carlo sampling. Figure 11 shows the predicted CDF curve for a kriging model with 8 training points and the CDF from Monte Carlo sampling.

Using only 8 samples, the kriging model produces a CDF curve nearly identical to the curve produced through Monte Carlo sampling, at a fraction of the cost. For this problem, the uncertainty due to only two variables was considered. Obviously, as the dimension of the problem grows, the cost associated with training the kriging model will increase.
With each element of the SOI-kriging approach validated independently, the complete mixed aleatory/epistemic uncertainty is predicted by using optimization for the epistemic dependence and an ordinary kriging model for the aleatory dependence. In order to demonstrate the validity of the full results, the convergence of the minimum and maximum 99th percentile predictions are shown as the number of training points for the kriging model is increased. For the mixed results, a training point now represents a pair of optimizations and has a cost of approximately 60 function/gradient evaluations on average. Table 8 shows the convergence of the maximum 99th percentile and minimum 99th percentile as the number of training points is increased. As the table demonstrates, the statistic predictions quickly converge to asymptotic values. Included in Table 8 is the total cost in terms of function/gradient evaluations. While the nested sampling and exhaustive sampling of the optimization were prohibitively expensive for the CFD model, the SOI-kriging model was able to capture converged statistics with a number of function/gradient evaluations within the computational budget (although still most likely prohibitively high for complex simulations). Nevertheless, by using the kriging model combined with optimization, the SOI-kriging method was able to quantify the mixed aleatory/epistemic uncertainty problem where other methods could not be used.

Figure 12 shows the convergence of the average and variance prediction based on kriging models with 19 of 24 American Institute of Aeronautics and Astronautics
increasing numbers of training points. As this Figure shows, the convergence of the statistics for the real gas simulation are not as nicely behaved as those from the Fay-Riddell heating correlation; however, it is clear that the Kriging surrogate produces similar results for all numbers of training points. Additionally, it appears that the variability caused by insufficient amount of training data is small compared with the overall interval produced due to the epistemic uncertainty.

In addition to calculating specific statistics of the output interval, the CDF of the minimum and maximum values can be predicted by sampling from the kriging surface. The bounding CDF curves are plotted in Figure 13 for a kriging model based on 8 and 104 pairs of optimizations. As the figure demonstrates, the CDF curves are nearly identical, suggesting that the kriging model has reached some level of convergence.

### VI. Conclusions and Future Work

This paper has presented a statistics-of-intervals method for quantifying uncertainty arising from both aleatory and epistemic sources. For this method, epistemic uncertainty is propagated via constrained optimization, and multiple optimizations are performed to determine statistics associated with these interval bounds due to aleatory sources. In order to reduce the number of optimizations required, a kriging surrogate is created using a handful of optimization results, and Monte Carlo sampling is performed on this surrogate, yielding a method denoted as the statistics-of-intervals/kriging approach. Through this combination of optimization and sampling, relevant statistical properties of simulation outputs for hypersonic flows can be
Figure 12. Convergence of average (Left) and variance (Right) prediction for minimum and maximum distribution using kriging models built from increasing numbers of optimization results for real gas CFD simulation.

Figure 13. Kriging-predicted CDF curves for maximum and minimum values using 8 and 104 optimization pairs.

determined with significantly fewer function evaluations when compared to exhaustive sampling approaches, such as nested sampling. Despite this reduction in cost, the advantageous properties of nested sampling have been preserved, such as the ability to separate the effects of epistemic and aleatory uncertainties and the ability to create complete CDF curves for the interval bounds, allowing for the creation of P-boxes. In addition to providing a method that is computationally less expensive than nested sampling, the method presented in this paper has several advantages over similar techniques based on uncertain optimization or surrogate models. Compared to uncertain optimization-based approaches, the method allows for the use of general surrogate models and is able to capture the full statistics of the optimization results. Compared with strategies based on building a surrogate with respect to all input parameters, the method can scale to much higher dimensions than surrogate-based approaches because of the use of gradient-based optimization. For lower-dimensional problems, however, the use of a surrogate for the optimization probably would produce significant savings, especially if that surrogate is enhanced with derivative observations. Determining the
dimension at which surrogate approaches become prohibitively expensive compared with optimization-based approaches is a subject requiring future work. In addition to determining when the use of the SOI-kriging method is preferable to other approaches, further work should be performed to enhance the performance of the method itself. Throughout this paper, the L-BFGS optimization algorithm has been used. For the cases presented, the results show that this optimizer was able to determine the global minimum and maximum for each optimization problem. This fact is likely due to the relatively smooth nature of the design space associated with surface heating, as well as the relatively small epistemic uncertainties used in this work. For general problems, more sophisticated global optimization strategies may need to be employed without sacrificing the desirable scaling properties of gradient-based local optimizers. For cases in which gradient-based local optimization appears sufficient, future work should focus on reducing the cost associated with this optimization, through the use of surrogate models or full Newton optimizers.
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